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Introduction

The development of clinical prediction models has substantially increased during the
past decades and currently facilitates numerous diagnostic and prognostic challenges.
Unfortunately, investigators usually develop their own prediction model from their data,
even when various similar previous models are available. Thus, previous findings are
ignored. Although several procedures have recently been proposed to update an existing
model with new data [1,2], it remains unclear how multiple models can be combined
when they include different predictors. Here, we propose two approaches to aggregate
previously derived prediction models with newly collected data.

Model Averaging

Derive a summary model logit(p) = βX that estimates a weighted average of predicted
outcomes from the original models Mm (where m = 1, . . . ,M) in the individual
participant data (IPD) [3].

I pi =
∑M

m=1 wmMm(Xi)

Iwm = 1/
∑M

l=1 e
`l−`m

I `m =
∑n

i=1 (yi log (Mm(Xi)) + (1− yi) log (1−Mm(Xi)))

Stacked Regressions

Use the IPD of size n to create a linear predictor with the (logit) predictions from the
literature models [4-6].

I Weight the predictions from the literature models

I Minimize
∑n

i=1

(
yi −

∑M
m=1αmMm(Xi)

)2

I Non-negative constraints on the unknown parameters αm

I Explicit summary model

Extension

I Maximum Likelihood Estimation (SRM)

I Common weight term when literature models predict poorly

Case Study

Deep Venous Thrombosis (DVT) is the formation of a blood clot in a deep vein, usually
in a calf or thigh muscle. It may lead to organ damage and death when undetected.
Here, we aggregate 5 previously published prediction models for diagnosing DVT with
new data (N = 1 028) to derive a single updated model. Afterwards, we validate the
original and updated models in an external validation dataset (N = 791).
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Figure: Performance of 5 previously published prediction models in an external validation dataset (N = 791)
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Case Study (cont’d)
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Figure: Performance of 2 novel prediction models (N = 1 028) in the external validation dataset.
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Figure: Performance of updated prediction models in the external validation dataset

I weights Model Averaging model 1-5: 0.00; 0.00; 0.00; 0.00; 1.00

I weights Stacked Regressions model 1-5: 0.00; 0.00; 0.00; 0.12; 0.90

I weights Stacked Regressions (MLE) model 1-5: 0.00; 0.00; 0.00; 0.08; 0.71
(α0 = −0.11)

I Note: Stacked Regression weights do not necessarily add up to 1

Discussion

I Extension of model validation and updating: multiple prediction models are validated
and combined into a single updated model.

I Models that validate poorly will not contribute much (or not at all) in the aggregation
process. This allows to identify useful models and combine their strenghts.

I A simulation study indicates that the MLE approach of stacked regressions achieves
superior calibration and discrimination in a majority of scenarios.

I Aggregation of literature models is possible with relatively few IPD.

Limitations

I Variable selection needed in updated models

I Limited accounting for heterogeneity

I Limited use of IPD at hand. When literature models perform poorly, IPD models
could be included in the aggregation process
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