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Prediction models: dynamic world  

• Waves of new biomarkers and prediction models 

• Increasing pressure for their evaluation 

• Recognition of the importance of external validation

• Performance of models is likely to be variable 

• Individual patient data: insight why models vary in 

performance or to build more robust models

• Improvements in methodology 



Illustration

https://www.youtube.com/watch?v=OM_X_Czujrs&feature=

player_detailpage

https://www.youtube.com/watch?v=OM_X_Czujrs&feature=player_detailpage


Workshop objectives

Provide guidance to conduct individual participant data (IPD) 

meta-analysis in prediction research

• To explain key concepts in prediction research

• To describe potential benefits of IPD 

• To identify challenges for IPD reviews

• To provide examples of IPD meta-analyses

• To illustrate basic and novel methods



Prediction

• Risk prediction = foreseeing / foretelling

… (probability) of something that is yet unknown

• Turn available information (predictors) into a statement 

about the probability: 

… of having a particular disease -> diagnosis

… of developing a particular event -> prognosis 



Multivariable prediction models 

• To calculate absolute risk based on individual profile

• Predict outcome from demographic, patient and disease 

characteristics (predictors, covariates, risk factors, X 

variables) 

• Use of regression models, two main types:

– Logistic regression

– Time-to-event analysis (Kaplan-Meier, Cox)

• Statistical modelling:  (1) overlap in information from 

different predictors; (2) acknowledge strength of each 

predictor   



Diagnostic modelling study

Subjects with presenting
symptoms

Predictors:
- Patient characteristics 
(symptoms & signs)

- Imaging tests
- Laboratory tests
- etc.

Outcome:
Disease present

or absent

Cross-sectional

relationship

T=0

Longitudinal 

relationship

Subjects in a 
health state

Prognostic modelling study

Predictors:
- Patient characteristics 
- Disease characteristics
- Imaging tests
- Biomarkers
- etc.

Outcome:
Development of event Y

T=0

Y Y Y Y

End of 

follow-up



Prediction models

Predictors (in both diagnostic & prognostic models) are 

from: 

• history taking

• physical examination

• tests (imaging, ECG, biomarkers, genetic ‘markers’)

• disease severity 

• therapies received



Prediction models

Presented as: 

• Mathematical formula requiring computer

• Simple scoring rules 

• Score charts / Nomograms





Predicting bacterial cause in conjunctivitis

Rietveld et al. BMJ 2004;329:206



Predicting bacterial cause in conjunctivitis



Pitfalls of prediction research

• The quality of much prognosis research is poor 

(incomplete reporting, poor data sharing, incomplete 

registrations, absent study protocols)

• Development dataset often too small or too local

• Most prediction models are never validated in 

independent data (external validation)

• Heterogeneity across studies and settings, requiring 

local adjustments

• Many prediction models generalize poorly across 

different but related study populations, and tend to 

perform more poorly than anticipated when applied in 

routine care



Meta-analysis of individual participant data

Opportunities

• Increase total sample size

– Reduce risk of overfitting

– Ability to investigate more complex associations

• Increase available case-mix variability -> enhances the 

model’s potential generalisability

• Ability to standardize analysis methods across IPD sets

• Ability to evaluate generalisability and usability of 

prediction models across different situations



Meta-analysis of individual participant data
IPD – are we realistic?

• Researchers protective over their own data

• Worried about Data Protection Act (ethics) – however, 

no need to include patient ID numbers

• Cost, time – when does it become worthwhile?

To conduct better prognostic & diagnostic research we 

need:

• To be prepared to collaborate and share data to make 

IPD available – in paper, on Web, on request

• To be involved in prospectively planned pooled 

analyses



Meta-analysis of individual participant data
Why do we need specific guidance?

Evidence synthesis currently gold standard for summarizing 

relative treatment effects – many methods available!

However, 

• Meta-analysis models cannot mutate mutandis be 

applied to prediction modeling studies

• Researchers often simply combine all IPD, and produce a 

prediction model averaged across all study populations

• There are major differences in the aims, design and 

analysis of primary studies between prediction modeling 

and intervention studies!



What are the main differences between 

prediction and intervention research?

Intervention research Prediction research

Aim(s)
• Estimation of therapeutic effect of 

a specific treatment
• Study treatment effect in 

subgroups

Aim(s)
• Estimation of absolute risk 

probabilities for distinct individuals 
across different populations or 
subgroups

• Evaluate accuracy of model 
predictions across subgroups

Association measures: relative risk 
estimates

Association measures: absolute
probability of risk estimates

Study design: Randomized studies Study design: observational research

Evaluation: bias and precision of 
estimated comparative treatment 
effects

Evaluation: model discrimination and 
calibration



Types of IPD-MA of prediction modeling 

studies

1. Validation and comparison of existing model(s)

2. Improving upon existing model(s)

• Updating

• Added value of novel marker

3. Development of new model(s)



Validation and comparison of existing 

model(s)

Apply meta-analysis to:

• Summarize estimates 

of model discrimination 

and calibration

Use IPD to:

• Investigate sources of heterogeneity in model 

performance

• Identify which models perform best in what 

(sub)population, setting or country

IPD-1

IPD-2

IPD-3

Performance study 1 

Performance study 2 

Performance study 3 

Overall performance
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Validation and comparison of existing 

model(s)

The Lancet, Diabetes & Endocrinology (2014)

After a systematic review to identify which models

existed, an IPD was initiated



IPD meta-analysis

• EPIC-InterAct international study

– 27,779 participants of whom 12,403 with incident diabetes

– 8 countries

• External validation of 12 literature models 

(with non-laboratory based variables)

– Discrimination: c-statistic

– Calibration: calibration plot, ratio expected versus 

observed

– Other performance measures: Yates slope, Brier score

Validation and comparison of existing 

model(s)



Discrimination of model “DPoRT” 

(overall and by country)

Prediction of incident type 2 diabetes at 10 years of follow-up

Validation and comparison of existing 

model(s)



Improving upon existing model(s)

Different types of improvements

• Adjusting baseline risk (e.g. intercept term)

• Adjusting common slope

• Updating individual predictor effects

• Adding new predictors or (bio)markers

• Removing exiting predictors

Aim: Tailor the model(s) to specific (sub)populations, 

settings or countries



Improving upon existing model(s)

Example: Majed and colleagues evaluated whether the 

calibration of the Framingham risk equation for coronary 

heart disease and stroke improved by applying local 

adjustments.

Outcome: CHD & Stroke, O=original, R=recalibrated, L=local model

Ref: Majed et al. Preventive Medicine 2008 57.

E:O ratio C statistic

O R L O R L

PRIME-total 1.94 0.98 1.00 0.68 0.68 0.68

PRIME-France 2.23 0.99 1.00 0.67 0.67 0.68

PRIME-Ireland 1.42 0.99 1.00 0.67 0.67 0.67



Apply meta-analysis to:

• Summarize estimates of added value

– Adjusted predictor effects

– Improvement in model calibration

– Improvement in model discrimination

– Improvement in model reclassification

Use IPD to:

• Investigate sources of heterogeneity in added value

• Identify relevant subgroups that yield different added 

value

Improving upon existing model(s)



Example: The clinical usefulness of carotid intima-media 

thickness measurements (CIMT) in cardiovascular risk 

prediction

Background: problems with Framingham risk score in 

predicting CVD risk

– No events despite high risk

– Many events in low risk categories

(Hester den Ruijter, Department of experimental cardiology, Julius Center for 

Health Sciences and Primary Care)  

Improving upon existing model(s)



B-mode ultrasound measurement of the Carotid Intima 

Media Thickness (CIMT)

https://www.youtube.com/watch?v=OM_X_Czujrs&feature=

player_detailpage

Improving upon existing model(s)



Improvement in CVD risk prediction: incorporation of non-

invasive measurement of atherosclerosis by means of 

CIMT measurements

• Reflects long-term exposure to risk factor levels

• Predicts future cardiovascular events

• Modifiable by treatment

• Intermediate between risk factors and events

Improving upon existing model(s)



USE-IMT collaboration

• Ongoing individual 

participant data 

meta-analysis of 

general population

• Studies were invited to 

participate when they had 

data on Framingham 

risk score, CIMT 

measurements and 

follow-up to CVD

Improving upon existing model(s)



• Two Cox proportional hazards models with stroke and 

MI

– FRS (refit age, gender, cholesterol, blood pressure, 

smoking, blood pressure medication)

– FRS (refit age, gender, cholesterol, blood pressure, 

smoking, blood pressure medication) + CIMT

• Do these two models reclassify patients differently?

FRS = Framingham Risk Score

Improving upon existing model(s)



Improving upon existing model(s)



Improving upon existing model(s)



Conclusion

The added value of common CIMT in 10-year risk 

prediction of  cardiovascular events, in addition to the 

Framingham risk score, is small and unlikely to be of 

clinical importance

Den Ruijter et al. , JAMA 2012

Improving upon existing model(s)



Main opportunities

• Increase total sample size

– Avoid overfitting

– Investigate more complex associations

• Increase available case-mix variability

– Improve generalizability of risk predictions

– Assess model performance across different settings and

populations

Developing a new prediction model



Prognosis of amyotrophic lateral disease

• IPD-MA

– 14 cohort studies (specialized ALS centres)

• Sample size

– 190 to 1,936 per study (total N = 11,475)

• Composite endpoint

– Non-invasive ventilation for more than 23h/day, or 

death

– Total number of events E = 8,819

• Median follow-up: 97.5 months

Development of the NCALS model

Developing a new prediction model



Developing a new prediction model



Prognosis of amyotrophic lateral disease

• Royston-Parmar survival model with country-

specific (but proportional) baseline hazard

Developing a new prediction model



Iteratively develop pre-defined model in 13 studies, and 

externally validate in remaining study (Internal-external

cross-validation)

• Meta-analysis of concordance statistic

– Summary estimate: 0.78 (0.77 to 0.80)

– 95% PI: 0.74 to 0.82

• Meta-analysis of calibration-in-the-large

– Summary: -0.12 (-0.33 to 0.08)

– 95% PI: -0.88 to 0.63

• Meta-analysis of calibration slope

– Summary: 1.01 (0.95 to 1.07)

– 95% PI: 0.83 to 1.18

Developing a new prediction model



Developing a new prediction model



Developing a new prediction model

Measure​ Criteria​ Prob. of 
“good”performance

Joint 
probability​

Concordance statistic​ > 0.70​ 100%​

98.3%​

Calibration slope​ 0.80 to1.20​ 97.1%​

Calibration-in-the-large​ -0.587 to 0.587​ 85.5%​



Developing a new prediction model



The life expectancy of Stephen Hawking, according 

to the ENCALS model

“Using publicly available data, we examined 

whether Professor Hawking’s survival was as rare as his 

intellectual performance, or could be predicted solely based 

on his disease characteristics at diagnosis in 1963.”

• Predicted 10-year survival probability: 94%

• The IQR for his predicted survival lay

between 1981 and 2011

• Young age of onset was the most

important factor for his long survival

Developing a new prediction model



Developing a new prediction model

Personalised survival curve for Stephen Hawking (A) and 
comparison with other patients with ALS (B)



Statistical Methods



• Better insight in performance of prediction model(s) 

within and across different settings and populations

– Quantify heterogeneity

– Notably calibration

• Improving the performance of prediction model(s)

– Tailoring of model(s)

• Integrate development and external validation when 

developing a new model

Take home messages
Major advantages IPD-MA



Take home messages
Remaining challenges in IPD meta-analysis

• IPD-MA no panacea against poorly designed primary 

studies

– Prospective multi-center studies remain important

• Addressing heterogeneity in prediction model 

performance

– One model fits all?

– Role of received intervention(s)

– Updating continuous process?

New methods are on their way!



Cochrane Prognosis Methods Group

• Aims to facilitate evidence-based prognosis research

• Improve design, quality & reporting of primary studies

• Facilitate systematic reviews & meta-analysis in long-run

• Bring together prognosis researchers, and guide 

Cochrane reviewers facing prognostic information

• Developing guidance

Take home messages
Reasons to be optimistic



Take home messages
Reasons to be optimistic



IPD-1

IPD-2

IPD-3

Existing (published) model(s)
𝑦 = 𝛼 + 𝛽1𝑋1 + 𝛽2𝑋2 + ⋯ .+𝛽𝑛𝑋𝑛

TYPE I: VALIDATION OF EXISTING MODEL(S)

Performance study 1 

Performance study 2 

Performance study 3 

Overall performance

Output:
What is the overall performance?
How large is the heterogeneity?
What are drivers of heterogeneity?
Competing models: difference in performance?   



IPD-1

IPD-2

IPD-3

Existing (published) model(s)
𝑦 = 𝛼 + 𝛽1𝑋1 + 𝛽2𝑋2 + ⋯ .+𝛽𝑛𝑋𝑛

TYPE II: TAILORING EXISTING MODEL

+ updating 1
+ refitting 1

Output:
Updating needed?
For which setting / populations
Updated model(s)

+ updating 2
+ refitting 2

+ updating 3
+ refitting 3

Updating needed?
Refitting needed?



IPD-1

IPD-2

IPD-3

Existing (published) model(s)
𝑦 = 𝛼 + 𝛽1𝑋1 + 𝛽2𝑋2 + ⋯ .+𝛽𝑛𝑋𝑛

TYPE III: EXAMINING ADDED VALUE

+ new factor 
increase in performance 1

Overall increase in 
performance

Output:
What is the overall added value?
Heterogeneity in added value?
Drivers of heterogeneity?
What is the updated model?   

+ new factor 
increase in performance 2

+ new factor 
increase in performance 3



IPD-1

IPD-2

IPD-3

TYPE IV: DEVELOPMENT NEW MODEL AND VALIDATION

Develop 
new 
model

Output:
New model / tailored models

No existing 
model Validate 

model

IPD-1

IPD-2

IPD-3



Prediction model performance measures

• Calibration plot 

(for specific time point in case of survival models)

• Discrimination

– C-statistic (ROC area for logistic regression)

• (Re)classification → requires probability thresholds

– Assess the potential effect on patient-level outcomes

– Comparative test accuracy studies

– Examples: Net Reclassifiation Index, Net Benefit, …



Calibration plot
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Ideal calibration

Observed versus 

expected risk (O/E) = 1

Slope = 1



• Slope plot < 1.0

– Low prob too low

– High prob too 

high

• Overfitted

• AUC= 0.63 

(was 0.75)

External validation: typical result


